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Abstract— Empirical work has shown that up to 20% of the volume
transferred on data networks might correspondto ‘aborted’ connedions,
i.e., badput. With this in mind, we proposetwo geneic models that cap-
ture a variety of user impatiencebehaviors, and investigate their impact
on userperceived and systemperformanceachieved by vari ousbandwidth
sharing schemesOur study suggestghat differentiating bandwidth allo-
cation basedon job size,rather than using traditional fair share alloca-
tions, resultsin a more ‘graceful’ performancedegradation, and partic u-
larly in the presene of impati ent users,leadsto better network efficiency
aswell asuser perceived performance.

|. INTRODUCTION

S evidencedby traffic loadson the Interret, exchangirg

datafiles hasbeen andwill cortinueto be,a majorfrac-
tion of the volume carriedby datanetworks. Typically such
transferscorrespondto sendingknovn amaunts of datawith
a wide tolerarce to changs in the transmissiorrate during
the transfer Thussuchflows canadapttheir ratesto dynam
ically sharecongestedlinks with conterling transfes. How-
ever, asthe congestionlevel goesup, depenihg on the way
bandvidth is shared someor all flows may seepoor perfa-
mance possiblyleadingto aboted transfes, i.e., stoppedbe-
fore competion, dueto userimpatierce. Empirical eviderce
collectedfrom repesentatie seners [1], [2], [3] suggestshat
nonnegligible amouwnts of data may correspondto aborte
transferse.g., [1] found that 11% of all transferswereinter
rupted correspadingto 20% of the transfeed volume. Users
may abot their transfes, e.g., pushthe stop button on the a
browser for various reasonssuchasincorrect docunent ad-
dress]ong connetion setuptime, or poorperfamanceduring
transfer Our focushereinis on userimpatiene with respect
to transferdynamicsoncea connectio is establishedOf par
ticularinterestwill betheinteraction betweeruserimpatierce
charactesticsandbandwidh sharirg policies.

Bandwidthin todays Interné is sharedn a dynamic fash-
ion, i.e., flows come and go and allocationsare mediatel
through TCP’s congestioncontiol mechanisms.Recentlyre-
searcherfiave focusedon the ‘fairness’of bandvidth alloca-
tion mechamsmsamongconteringflows,e.g., [4], [5], [6], by
definingabstrachotiors of network utility asafunction of the
curren allocatiors. Alternatively, one may consicer optimiz-
ing userperceved perfomance. For examge, we propasein
[7] a simplemodificgion to TCP by incoiporatirg size-based
differentiationwhich significantlyenhancs the pereived av-
eragebit transmissiordelay i.e., delay/jobsize - perhapsa
morerepresetative measureof network utility for datatrans-
fers'. Re-eamining the designobjedives undelying band
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IWe will discusshis furtherin §I1.

width sharingon todays networks leadsto further questions.
What happes to userperceved perfomancewhenthe sys-
temis overloade® |s a gracdul degradationachiezed? How
dovariousbandwidh sharingmechamsmsfarewhenusersare
impatient?

This paperis organizedasfollows. In §ll we briefly present
two bandvidth sharingpolicies, i.e., fair sharingand size-
basedlifferentiation,which we evaluate over arange of loads
whenusersare ‘not’ impatier. We intendto exhibit perfa-
mancedegradationincured by the two policieswhenthe sys-
temis moving from anundetoadedto ovedoadedregime. The
rationalefor doing so is that given the difficulties in traffic
modding, planring, anddimersioningof links for datatrans-
fer networks, resouceswill seetemporarily’ congestionalbeit
infrequently. In §l11 we presentwo gereric models capturirg
awide diversity of plausibleuserimpatiencebehaiors. Note
thatin practiceuserbehaior canbevety complex. Ourgoalis
to achieve a betterundeastandingof how the characteristicef
userimpatierce impactthe perfaoamanceachieved by the two
typesof bandvidth sharingschemes. After identifying sev-
eral performarce metricsfor evaluatirg systemswith abortel
transferswe will provide a detaileddiscussioraccompnied
by simulationresultsin §V. Concludng remarls aregiven in
§VI, including an extersion of our modelsto the casewhere
eachusers perception of perfamancds associateavith trans-
ferring a‘cluster’ of jobs,asmight correspondo a singleweb
pageaccess.

Il. BANDWIDTH SHARING: MOVING FROM
UNDERLOADED TO OVERLOADED REGIME

We modeleachdatatransferasa fluid flow with a known
finite volume whenthetransferis initiated. To capturethe per
formanceduring transfer we assumaall reqlestsaregranted
i.e., no incorrect addessor deniedaccessandthe respmse
time from initiation to thetime the sener startstransfering is
zerd. Oncea transferis initiated, it contend with on-gping
flows on a fixed setof network resource throughot its life-
time, i.e., fixedrouting until comgetion or the userabortshis
transfer To capturghefactthatuserswith largerfiles arelik ely
to belesssensitve to transferdelays we chocsethe ‘bit trans-
missiondelay (BTD)’ asthe primary perfaomancemeasureof
interestfor datatransferswheretheBTD for atransfe is given
by delay/filesize[7], [8].

For analysigpurppseswewill considetthefair sharing(FS)
andsize-basediifferentiation(SD) policieson a singlebottle-
necklink in this pape, i.e., all datatransfersarecontemingfor
a singleresourcecapacity Note thatthis is a reasonale as-
sumptionconsideing thatthe bottlereck of datatransfes typ-

?In pracice the connetion setuptime alsoimpacst userimpatience



ically is at the edgeof the network, e.g., accesgouters,and
assuminghatonecanneglect othe factors suchasthehetere
geneaisrourd-trip delay impactingthe bandvidth allocation
For the singlelink case thevarious FS policiesconsideredn
theliteratureessentiallycorrespondo providing equalshareof
thelink capacityto all ongang flows. By contrast,the SD pol-
icy gives priority to theflowsthathave small‘residualwork’ to
compete. Thekey of SD s to explait therangeof usertoler
ancego bandvidth or delayin orderto benefitthe whole. By
speedingup small transfers Jarge onesonly seea negligible
perfamancedegradationresultingin a betteroverall perfa-
mance. We mockl SD type of policiesasa weighed proces-
sor sharingdisciplinewith the weight of a flow proportioral
to exp(—p(t)) wherep(t) is the remainingsizeto transferat
timet, assuggstedin [7]. Note thatthe extremecaseof SD
is so calledShortesiRemainingProcessingime first (SRPT)
disciplinewhereonly thefile with the smallestremairnng size
amory all ongping oneswill besenedatary given time.
Before examning the interaction of userimpatiencewith
the two typesof policies, we conside how FS and SD per
formwhenmoving from anundetoadedo heary or evenover-
loadedregime assumingio abotedtransfersWe condictsim-
ulationsfor the caseof a singlelink with capacityl Mbpsun-
derarangeof traffic loads. We assumehatthe transferflows
arrive accoding to Poissomprocesseandthefile sizedistribu-
tion of the transfersis boundedParetowith mean5 Kbytes.
Fig.1 shavs the averageBTD (on a logarithmic scale)per
ceived by the setsof jobs with increaing size. We divided
job sizesinto 4 bins, wherethe first bin arethe jobsthathave
sizein theintenal [10%,10%) bits, thesecondn [10%,10°), and
soon. Notethattheresultsshavn for the overloadedcasesare
‘transient’ in the sensdhatthey arecollectedon afinite event
simulationfor anunstablesystem As seenwhenmoving from
theundeloadedto the overloadedregime, SD maintairs goad
perfamancefor smallto medium sizejobs (graph at bottom)
while FSdegradesperormarce ‘uniformly’ for all jobs(graph
attop). Notice that sincemosttransfersaresmallin size,as
suggestedn by, e.g., [2], [9] SD will benefitthe majority of
demauds (98%of jobsfall into thefirst threebinsin our simu-
lated case)while incuring comparableperformane degrada-
tion to FS for the very few large jobs. Furthemore,if users
wereallowed to abot transfersdueto poa perfamance the
‘effedtive’ traffic load might be ‘gracdully’ redwcedandthus
produceanevenbetterperfamancefor theremainirg users.

I1l. MODELING USER IMPATIENCE

In this sectionwe will proposetwo geneic modelsthatcap-
turearangeof plausille userimpatierce betaviors. Ther are
two typesof usersensitvity to transfemperfamance (1) acon-
cernwith thereceized cumuative servicej.e., how muchwork
hasbeencompletedsincethetransfe is initiated,and(2) acon-
cernwith mamginal progess,.e., hov muchworkis completel
over thepastu time units. Withoutlossof geneality, supposea
transferis initiated attime 0. Let w(s,t] denotethe cumulatie
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Fig. 1. AverageBTD for different sizeflows underFS (top) andSD (bottom)
in theundeload (60%), heary-load(90%),andoverload (110%)regime.

work thatis comgetedfor a transferduring the time interval
(s,t]. We definethefollowing two modelsof userimpatierce.

Definition1: We call e;(t) a minimumcumuldive service
(MCS) curwe for a userif it repesentghe minimum amount
of work thatneedgo becompletedaftert unitsof time sincea
transfemwasinitiated. Thatis, suchausemwill aborthistransfer
attimet > 0if andonly if w(0,t] < ec(t).

Definition2: We call ep(u) a minimum progress service
(MPS)curvefor auserif it representghe minimumamount of
work thatneed to bedore duringary timeinterva of lengthu
during thetransfer Thatis, suchuserwill aborthis transferat
timet > 0 if andonly if w(st] < ep(t —s), forsomed < s< t.

Thekey differencebetweerthetwo modelsis thatthe MPS
cune captues a users ‘time-invariant’ expectation of per
cevedperformane, andthuscanbeusedo evaluatethetrans-
fer progressat shortertime scaledrom the curren time to the
past,while only the largesttime window (0,t] is usedby the
MCS users.For corvenierce we referec(t) /t asthe minimum
expected‘cumulative throughpu' attimet, ande,(u) /u asthe
minimum expected‘transfer rate’ attime scaleu. Fig.2 shovs
an exampleof how a usermight evaluatehis transfe perfa-
mancebasedn MCS andMPS cures. Let p dende thetotal
sizeof thetransfer We corsidertwo servicecurves whichhave
the exactsameshapebut differert meaning. We let ec(t) = rt
andep(u) = ru. This mears thatthe useris expectedto have
a constanminimum cumdative throughput for the MCS case
anda constanminimumtransferrate(the slopeof w(0,t]) for
the MPS case. Obsenre that the transfercompetes for the
MCS casesincethecumuativework w(0,t] alwaysstaysabove
e:(t) = rt. By contrastthe MPS curve imposesa morestrin-
gentconstraim andthusthe transferwill be abortedwhenthe
userpercevesa slowertransfemratethanr.

w(0,t] MCS: transfer completes!!

MPS: tx. rate<r -~
=> Aborted!!

0 t

Fig. 2. Ex: evaluate transfe perfoomancebasedon MCS andMPScurves.



In generale(t) andep(u) canbeary non-decreasingunc-
tion with respectto the ‘elapsedtime’ t andthe ‘evauation
time window’ u, respectiely. Fig.3 shows several charater
istic MCS (top: (a)-)) and MPS (bottam: (d)-(f)) cunes.
Theservicecurvesshowvn in Fig.3 (a) and(d) arethe oneswe
consideed in the previous exanple. Note that for thesetwo
casesysersevaluge performarce from the very beginning of
thetransfer Furthernore, for the caseshown in (d), it is as-
sumedthatthe usercanmonita the ‘instantarous’transmis-
sionrate. Typically, however, usersmaybe patientat the very
beginning of atransferi.e., thereis some'grace periad’ befae
usersstartto evaluate perfomance. Drawing on an analoy
from the leaky bucket constrint [10], we canintroduce such
graceperiodby lettinge(t) = rt —o (MCS)ande;(u) =ru—a
(MPS) - seeFig.3 (b) and(e). Notethatfor the MPS curwes,
theintroductionof o notonly providesan‘initial’ grae periad
but alsoa ‘time scale’ over which usersevaluate the transfer
rate. This is a morereasoable assumptiorthanthat usedfor
the userbehaior exhibited in (d). Onecanfurthergenealize
the fundions to the casewhere a userwishesto evaluatehis
transferateatmultiple time scalessee e.g., Fig.3(f).
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Fig. 3. Examplesof MCS (top:(a)-(c)) andMPS (bottom{d)-(f)) curves.

Anothe type of usermay not be concered with how his
transferprogesses.Instead,he may only wait for at mostt
units of time for his transferto comgete, as shavn in Fig.3
(c). Notethata userwho exhibits suchimpatiene betavior is
more‘elastic’ thanthoseshowvnin (a) or (b), giventhatt = p/r
where p is the size of the transfer in the sensethat he has
highe flexibility in allocatirg bandwidh during the transfer
Whenthe value of T is independen of the size of the trans-
fer, we call suchusers(fixed delaysensitve. Alternatively,
the usermay be aware of thathow long he might be waiting
depemls on the size of his transfer To modé suchcasespne
cansett = p/r with afixedr, whichimpliesthatthe userex-
pectsa maximumBTD of 1/r regadlessof the transfersize.
We call suchusersBTD sensitve. Similarly, otherparaméers,
suchasa, canalsodepenl on thefile sizeto reflectthatthe
usermay evaluate his cumuative throughput or transferrate
lessfrequently if thesizeis larger.

As a final note, we emplasizethat a users impatienceis
compex and could be a combnation of the behaiors dis-
cussedbore. Furthernore,it maychang over time, basecdn

thetypeof docunentthatis beingtransferrd, etc. Ourattempt
is to charactdre abroadcollectionof impatierce behaiors so
asto assessheirimpacton systemperormane.

IV. PERFORMANCE METRICS WITH ABORTED TRANSFERS

Beforewe discussthe interaction betweenuserimpatierce
behaior andbandwidh allocationpolicies,we shallfirstiden-
tify themetricsonemayuseto evaluae systemaswell asuser
perceved performarce whenusersexhibit impatiencebeha-
ior. The fact that usersmay aborttheir transfes dueto un-
satishctory perfamancemay resultin mixed consegences.
On the one hand the aboted transfes may be translatedo
deniedservice,andthe work thatwas donefor thoseabortel
transferss wasted andthuscontritutesto whatonemay call
‘badput’. On the otherhard, with sometransferdeaving the
systenprior to competion, theeffective traffic loadis reducel
andthustherestof the transferanay seea reasonale perfa-
manceeven whenthe systemis overloaded Tablel exhibits
severalmetricsthatwe will useto evaluatebothuserpereived
perfamanceandsystemefficiency.

TABLE |
METRICS WHEN USERS ABORT TRANSFERS

Metri cs Description

compktionrate numberof complgedtransferspersecond
incompleterate numberof aboredtransfes persecond
goodput rateof compleedwork in bits persecond
badpit rateof transferedwork for incompléde transfers
residual work rateof transferedwork for incomplee transfers
AvgBTD complaed | AverageBTD percéved by compleedtransfes

V. BANDWIDTH SHARING VS. USER IMPATIENCE

This sectioninvestigaes, via simulation,how FS and SD
perfamwhenusersexhibit differentimpatiencébehaiors, i.e.,
the oneswe discussedn §lll. We examinevarious scenarios
whereinall usershave the sameimpatierce behaior. We will
onceagainconsicerthesinglelink casedescriledin §ll.

We will begin by consideing userswho are sensitve to
cumuative service. Fig.4 showvs the system perfomance
achieved by SD and FS underfour MCS type of behaiors.
The parameteyusedfor eachcaseareshavn ontop of thefig-
ures. We plot the averagecompletion andincomgete rateon
theleft andthe goadput,badpu, andresidualwork persecond
on theright for eachbehaior. Theresultsfor the FSandSD
caseareshovnin adjacenbars(FS:left, SD: right).

Obserne first that for thesebehaiors, SD perfoms mostly
betterthanFS except for case(a), whereusersaresensitve to
the cumulatize throughput of 50 Kbps with a zerogracepe-
riod, andin termsof goocput. The reasonis thatwithout the
initial graceperiad, large transferamay be discoriinuedearly
on, e.g., right afterinitiation, underSD whensmall onesare
alsopresent. Theselarge files, althoudn only few in numter,
contrikute a large portion of the total work, hencea reductio
in goodput. Notehoweverthatwhenthelargeflows stayin the

SReseachershave proposedwvaysto re-usesuchpartally transfered work
by, e.g., caching schemesWe however assumesuchwork will bediscaded.



systemthey mayseeasimilar performarceasthey wouldhave
seenunderFS - recall our resultsshovn in Fig.1. In fact, the
zerograceperiodis not only unreasonabléor usersto evalu-
atethroughput but alsolimits the SD’s flexibility in allocatiry
bandvidth to variaus sizetransfers Now if we adda 1 second
graceperiodbefae usersstartevaluatirg throughput, SD not
only catchesup but further outperforns FS uponsystemover-
loads- seeFig.4 (b). Meanwhile with theinclusionof agrace
period bothFSandSD allow almostevely job to comgete,ex-
ceptsomevery large onesin the overloadedegime to redice
the actualtraffic load (to be belowv 1 Mbps) Thedifferencein
case(b) betweerFSandSD is thatuponaboting largetrans-
fers, a larger portion of thosefiles hasbeentransfered uncer
FS, resultingin a moresignificant badpu. In factthis larger
badpt pheromenam unde FS apgiesto all casesve explored
belov. This suggststhatfor mostcasesSD achievesa more
efficient utilization of resoures.
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Fig. 4. Performace underFSandSD with MCS curve sensiti\e users.

Similar to having a graceperiod userswho aresensitve to
delaysalsoallow SDto beflexible in allocatingbardwidth. As
seen resultsshavn in in Fig.4 (c) aresimilar to thosein (b),
exceft lessgoadputis incurred for the caseof delaysensitie
users.This is dueto the 5 secondimit and1 Mbps capacity
whichmalesit impassibleto comgetetransfering files of size
larger than5 Mbits. Note thatthe choiceof a 1 secondgrace
periodfor case(b), which allows mostsmalltransfes to com-
pleteasthe 5 seconddelayconstraim does,reflectsthatusers
who aretransfering smallfiles arenotin a positionto assess
the ‘cumulative throudhput'. Fig.4 (d) further shavs anexam

ple for the casewhenusers’delay constrain depads on file

size- constraintequalsto file-size/5S0Kbps. One caneasily
seethatwhile SD maintairs a very goodsystemperormane,

FSperformspoaly in theovedoadregime. Thisis becausdy
providing an equéa shareof resoucesto the transfersalmost
everyflow failsto completebeforeits expectedsize-depedent
delay and, furthemore,upan aborticn a good portion of the
file hasbeentransfered, resultingin a very poa badut. In

otherwords,under-Sthetransfeswill sufferfroma‘uniform’

degradationof perfomance.
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Fig. 5. Performane underFSandSD with MPScure sensiive users.

Next we turn our focusto userswho are sensitve to the
mauginal progressbeing made,i.e., thosemodded by MPS
cunes. We consideruserswhoseminimum expectedtransfer
rateis 50 Kbps, but at differenttime scalesandunder different
circumstages. Parallelingthe previous compaisons,we plot
the systemperformane achievzed by FSandSD in Fig.5. The
resultsshovn in Fig.5 (a) arefor the casewhereusershave a
minimum ‘instantareous’ transfe rate requrement,i.e., zero
graceperiodfor evaluatingthe transferrate. Theseresultsare
similar to thosein Fig.4 (a), but with lessgoogut andmore
severebadpu. Thisis dueto thefactthatthetransfe ratecon-
straintis morestringenthanthecumulatve throughput. Again
aswe introducea 1 secondime scalefor usersto evaluatethe
transferrate, the systemperfamancecanbe browght backto
areasonale level, asshovn in Fig.4 (b). We further consicer
the casewherethe time scaleto evaluate perfamanceis, in-
steadof fixedfor all transfes, proportiond to thefile size,i.e.,



userswho transferlarger files will evaluatetheir transfe rates
lessfrequently. Theresultsfor this caseareshavn in Fig.5(c).
Interestindy, they aresimilar to thoseof BTD sensitve users,
i.e., the systemperfamancedegradesdramdically in termsof
all metricsunder FS, but notfor the SD case.

The last scenariowe explored for the caseof transferrate
sensitve userss theimpad of file sizedistributionson perfa-
mance.Theresultsshavn in Fig.5 (d) wereobtaired with the
sameparanetersusedfor thosein (b), but insteadof bourded
Pareto size distribution an exponential distribution with the
samemeansizeis used. As seenthe perfomancedegrades
unde FS. We believe this is dueto the fact that exponential
distribution resultsin moresimilar mid-sizefile sizesthanthe
bourdedParetocase.In turn, moretransfes suffer a uniform
perfamancedegradation and thus are unalle to achiese the
minimum transferrate.

Overalltheseresultsexhibit theperfamancempactsof var-
ioususerimpatiercebehaiorsfrom thesystemspointof view.
Fromtheusers’point of view, it maybeimportantto maintain
agoad averag BTD for compldgedtransfes. Fig.6 shavs the
avera@g BTD perfamanceof competedtransfes achiezedun-
der FS and SD for all impatiene belaviors discussedbore.
As predcted, SD redwcestheaverage BTD rangng from 1/3d

to lessthan1/10thof thatunder FSwhentraffic loadincreases.

Notethatalthowgh for few impatiencebehaiors SD perfams
worsethanFSin termsof goodput, the competedtransfes in-
deedseeanorderof magnitude betterperfamancen termsof
BTD whenthe systemis heasily loadel.
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Fig. 6. Average BTD for compleedtransfesunderFSandSD.
V1. CONCLUDING REMARKS

Our study addressecdan important yet usually neglecteal
guestion how users’reactionto transferperfamanceimpacts
the designof bandvidth sharingschemesWe found thatwith
mostcharactéstic userimpatiene behaiors, SD is more ef-
fective at redwcing the traffic loadthanFSwhenthe systemis
hearily or oveloaded,andthusleadsto a betternetwork ef-
ficiengy aswell asuserperceved perfamance As network
resoucescanbeperiodcally, but tempoarily, overloade with
datatransferspurappr@chensureshatuserswill notperceve
suchpheromenam too badly.

Our apprachcanbefurther extendto the casewhereeach
users percepion of performane is associatedvith transfer
ring ‘a clusterof files’, asoppaedto ‘individual’ files. This
modds certaindatatransfe applicatiors, suchasweb brows-
ing, where eachuseraccessge.g.,, a web page may cortain

severalsimultaneog® transfersof files. Onepossibleuserper

ceptionof perfomancefor anaccessor a clusterof files, may
bebasedonthe ‘completelytransferedwork’ associatedvith

thewhole cluster i.e., the total size of files within the cluster
that have beencompletedso far. Simulations were also con-
ductedfor this scenariavith varioususerimpatierce behaiors
andthe two bandvidth sharingschemessin §V. Dueto the
spacdimit, we presenta representatie setof resultsin Fig.7.
As seen,SD perfams betterthan FS for all traffic loadsand
for all perfomancemetricsevenfor the caseof zerogracepe-
riod, recall Fig.4 (a). This obseration exterds to otheruser
behaiors consideed previously, andsuggestshatSD is more
beneficialwhenusersevaluate perfamanceon a highe level

wheretransfes arecorrelated
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Fig. 7. Performane achiexed by FSandSD for the batch arrival case.

Ourfinal discussiorabove suggestshata possibleresearch
directionis to considerand validate experimentally the exis-
tenceof highlevel or applicdion specificuserimpatiercemod
els. Moreover, onemayview userimpatierce mockls ascrite-
ria for userself-admissiorcontrol [4], [8]. Thusthe results
shawvn in this paper exemgify the possibleémpactsuchmech
anismsmighthave on systemperformarce.
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